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1. Introduction

Sliding Mode Control (SMC) design techniques have been proposed to control linear and nonlinear dynamical systems mainly due to their robustness property to a class of disturbance and parametric uncertainties. In addition to theoretical research studies for the mathematical background of the controller design, some of the research focuses on having a physically applicable controller [1-4].

One of the drawbacks encountered during the implementation stage of SMC is the chattering phenomenon due to high frequency control signal which occurs when the system trajectories are confined to stay on the sliding surface. In order to eliminate chattering during the sliding mode, various approaches take place in the literature such as imitating the Variable Structure Control (VSC) signal with appropriate smooth functions [1, 5], using adaptive, and variable gain approximations [6, 7], higher-order sliding modes [8, 9] and designing Sliding Sector Control (SSC) [10]. Rather than keeping the trajectories of the system on a hyper-surface in the classical SMC, the system trajectories are bounded inside a sector in the SSC resulting in a relatively smoother control signal. In fact, the hyper-surface of the sliding mode is surrounded by the designed sector in the SSC. Hence the same sliding surface is targeted eventually. The controller of SSC is designed such that the system trajectories are enforced to a predefined stable sector and then left free inside the predefined stable sector. Once the system trajectories are kept inside the stable sector, no further control action is physically needed, and thus, this property is termed as “lazy control” [10].

SSC for linear (continuous and discrete) systems is designed for single-input case in [10] giving the idea of stable linear sectors with some pictorial illustrations. In general, a linear sliding surface is designed and linear sliding sectors are defined for linear time-invariant systems. Afterwards, the control is determined so that the system trajectories are steered towards the sector and kept inside it [10].

SSC for nonlinear systems is also suggested with the nonlinear time-varying sliding sector in which State-Dependent Differential Riccati Equation (SDDRE) is solved in order to find the time-varying sliding sector [11]. The method computationally requires the solution of Differential Riccati Equations (DRE) which normally leads one to solve the equations backward since the final conditions are specified only. The authors also suggest a procedure to solve the DRE equations with forward integration algorithm. Moreover, an autopilot is designed for missiles with aerodynamic control surfaces using a sliding sector approach in which a parameter update law is introduced. Disturbances and unmatched uncertainty cases are also considered [12]. The nonlinear sliding sector is used for a MIMO case with the help of multiple sliding sectors and results are demonstrated with an autopilot design of a specific helicopter application [13]. Another application area of sliding sector control is the control of civil structures. Robust time-varying sliding sector control is used for active control of the structure under earthquake vibrations [14]. Although various attempts are presented for the theoretical background of SSC, most of the applications remained limited to simulations. This study proposes a new method for the SSC design and then the proposed method is applied to a gimbal system to implement the algorithm.

Gimbal control in the aviation industry is a highly studied subject due to its usage areas such as missiles and unmanned aerial vehicles. Basics of the gimbal control are given in [15, 16]. Moreover, there are various studies about gimbal and electro-optical systems control with SMC and some of the results are documented. Two-axis gimbal system is controlled and stabilized by using sliding mode control [17], adaptive fractional order sliding mode control [18], integral sliding mode disturbance estimator [19], and adaptive fast terminal sliding mode control with friction compensation [20]. To our best knowledge, this study is the first reported application of nonlinear SSC on axis control of a gimbal system.

In the proposed SSC design procedure, first, a nonlinear (or state-dependent) sliding surface is designed using SDDRE. The State Dependent Riccati Equation (SDRE) method provides a systematic solution to the controller design for a class of nonlinear systems by freezing the nonlinear system at some certain time intervals and considering the frozen system as Linear Time-Invariant (LTI) [22, 23]. The resulting controller has state-dependent feedback gains and/or surface parameters, which allow the controller to cope with the nonlinearities. Therefore, similar to the controller design, the sliding surface in SMC could also be formed by using [24]. The sliding sector around the surface is then designed using the SDDRE and therefore a “state-dependent” (or nonlinear) sliding sector is created. SSC is designed to force the trajectories of the nonlinear system inside the sector. In this study, by introducing new results, the SSC is designed such that the variations of sliding surface and sector are included in the control term unlike the method suggested earlier in [25, 26]. The proposed method in this study is developed for
nonlinear systems under the disturbance for tracking requirements. To cope with the tracking command, the integral of the error signal is supplemented as an augmented state. The controller gains are selected according to the disturbance consideration. Unlike the previously reported results 26, instead of the lazy control approach with hysteresis function, a control signal depending on the sector boundaries is derived within the sector in the proposed method. The methodology is experimentally validated with the inner axis of a two axes gimbal system, where the outer axis oscillates.

The paper is organized as follows: in the next section, mathematical preliminaries and SSC for nonlinear systems are given. The main results are also given in the next section. The suggested SSC design methodology is illustrated on a gimbal system as presented in section 3 and experimental results are presented in section 4. Finally, conclusions are discussed for future extensions of the proposed method in section 5.

2. State dependent sliding sector control

In this section, a new approach to the SSC design for a class of single input nonlinear systems is introduced.

Consider the following single input nonlinear system, where the pair \((A(x), b(x))\) is assumed to be a pointwise controllable pair for all \(x \in \mathbb{R}^n\).

\[
\dot{x} = A(x)x(t) + b(x)(u(t) + d(x,t)),
\]

where: \(A(x) \in \mathbb{R}^{m \times n}\) and \(b(x) \in \mathbb{R}^{m \times 1}\) are state-dependent system matrices; \(u(t) \in \mathbb{R}^1\) is the control input and the uncertainty \(d(x,t)\) is a bounded scalar function which is defined by:

\[
|d(x,t)| \leq \gamma(x,t)\|x\| + \beta(t), t \in \mathbb{R}, x \in \mathbb{R}^n,
\]

where: \(\gamma(x,t)\) and \(\beta(t)\) are known positive functions and \(\|x\|\) is the norm of \(x\) vector.

For the tracking control purpose, define now the following augmented state:

\[
e(t) = \int (r(t) - Cx(t))dt.
\]

Therefore, the derivative of the augmented state is

\[
\dot{e}(t) = r(t) - Cx(t).
\]

Then the new system equations, including the augmented state become:

\[
\dot{x} = A(x)\dot{x}(t) + b(x)(u(t) + d(x,t)) + Dr(t),
\]

where,

\[
\dot{x} = \begin{bmatrix} e(t) \\ x(t) \end{bmatrix}, \quad \dot{\hat{x}} = \begin{bmatrix} -C \\ 0A(x) \end{bmatrix}, \quad \hat{b}(\dot{x}) = \begin{bmatrix} 0 \\ b(x) \end{bmatrix}, \quad D = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

2.1. Sliding sector design

SSC design approach for the LTI case is proposed in [10] and then extended to nonlinear systems in [25] and in [26] by using the notion of state dependent sliding sectors. In this paper, the same definitions are used for the sliding surface and sector design as in [25] and [26] for the sake of completeness. The sliding surface, \(s(\hat{x},t)\), the slope matrix of the sliding surface \(S(\hat{x},t)\), sliding sector domain \(S\), and the sliding sector \(\delta(\dot{x})\), are given as follows:

\[
S = \{\hat{x} \mid s^2(\hat{x},t) \leq \delta^2(\hat{x}), \hat{x} \in \mathbb{R}^{n+1}, t \in \mathbb{R}^1\},
\]

\[
s(\hat{x},t) = S(\hat{x},t)\dot{x}(t), S(\hat{x},t) \in \mathbb{R}^{n+1},
\]

\[
\delta(\dot{x}) = \sqrt{\dot{x}^T(t)A(\dot{x})\dot{x}(t)}, A(\dot{x}) \in \mathbb{R}^{(n+1) \times (n+1)},
\]

\[
S(\hat{x},t) = \hat{b}^T(\dot{x})P(\hat{x},t), A(\dot{x}) = Q(\dot{x}) - R(\dot{x}),
\]

\[
R(\dot{x}) = (1-r)Q(\dot{x}), 0 < r < 1,
\]

where: \(P(\hat{x},t)\) is the state-dependent positive definite symmetric matrix determined from the following SDDRE:

\[
P(\hat{x},t) = \dfrac{\dot{P}(\hat{x},t) + P(\hat{x},t)A(\hat{x}) + A^T(\hat{x})P(\hat{x},t) - P(\hat{x},t)b(\dot{x})\hat{b}^T(\dot{x})P(\hat{x},t) + Q(\dot{x})}{0},
\]

where: \(Q(\dot{x}) \in \mathbb{R}^{(n+1) \times (n+1)}\) positive definite design matrix.

Differential Riccati Equation (DRE) is solved for a given positive definite \(Q(\dot{x})\) by using a frozen system at each sampling instant according to the current states (See [27] and the references therein for recent computational approaches of SDRE and SDDRE control). Since the solution matrix of DRE: \(P(\hat{x},t)\) is state-dependent and the resulting sliding surface is actually time-varying, the designed sliding sector using \(P(\hat{x},t)\) is also state-dependent and time-varying.

For the state-dependent nonlinear sliding sector defined in Eq. (8) the following Lyapunov function could be defined as:

\[
L = \frac{1}{2} \dot{v}^T(t)P(\hat{x},t)\dot{v}(t)) > 0, \forall \dot{v} \in \mathbb{R}^{n+1}, \dot{v}(0), \forall t \in \mathbb{R}^1,
\]

which decreases with an appropriate SSC law so that the derivative of Lyapunov function along the trajectory of the nonlinear system given by Eq. (5) satisfies the inequality given below:
\[
\dot{L} = \frac{d}{dt}\left(\dot{x}^T(t) P(\dot{x},t) \dot{x}(t)\right) \leq 0, \forall \dot{x} \in S. \quad (15)
\]

2.2. Controller design

Having designed the sliding sector, one can determine the SSC law by using the following theorem, which is the main result of this paper.

**Lemma 1 (Barbalat’s Lemma).** If the differentiable function \( L(t) \) has a finite limit as \( t \to \infty \) and if it is uniformly continuous, then \( \dot{L}(t) \to 0 \) as \( t \to \infty \) [28]

\[
u_i(t) = -\left(S(\dot{x},t)\dot{b}(\dot{x})\right)^{-1}\left(S(\dot{x},t)\dot{A}(\dot{x})\dot{x}(t) + K_1(\dot{x})s(\dot{x},t) + \dot{S}(\dot{x},t)\dot{x}(t) + S(\dot{x},t)Dr(t)\right).
\]

**Theorem 2.** Consider the single input nonlinear system given by Eq. (5). Suppose that the nonlinear sliding sector as defined by Eq. (8) is determined by solving the SDDRE given by Eq. (13). Then the following sliding sector control law forces the system trajectories towards the sliding sector inside which the system stability is ensured.

\[
u(t) = \begin{cases}
u_i(t), & s(\dot{x},t) \leq \delta^2(\dot{x}) \\ \nu_i(t), & s(\dot{x},t) > \delta^2(\dot{x}) \end{cases}
\]

where, \( K_1(\dot{x}), K_2(\dot{x}) \) and \( k(\dot{x}) \) satisfy the following inequalities, respectively.

\[ho(x,t) = \frac{\dot{S}(\dot{x},t)\dot{S}^T(\dot{x},t)}{S(\dot{x},t)S^T(\dot{x},t)}, \quad (19)
\]

\[
K_1(\dot{x}) > \max\left\{\frac{\|S(\dot{x},t)\dot{b}(\dot{x})\|}{\|\dot{S}(\dot{x},t)\dot{b}(\dot{x})\| + \beta(t)}, \frac{\|S(\dot{x},t)\dot{b}(\dot{x})\| + \beta(t)}{s(\dot{x},t)}\right\}, \quad (20)
\]

where: \( s(\dot{x},t) \neq 0; \forall \|\dot{x}\| \neq 0 \).

\[
S^T(\dot{x},t)S(\dot{x},t)A(\dot{x}) +
+ S^T(\dot{x},t)K_2(\dot{x})\rho(x,t)S(\dot{x},t) \geq 0, \quad (21)
\]

\[
k(\dot{x}) > \frac{\|S(\dot{x},t)b(\dot{x})d(\dot{x},t)\|}{\delta(\dot{x},t)}; \quad (22)
\]

\[
\delta(\dot{x},t) > 0; \forall \|\dot{x}\| \neq 0.
\]

For the outside of the sector, by using the control term defined in Eq. (17) the expression becomes:

\[
\frac{d}{dt}s^2(\dot{x},t) = 2s(\dot{x},t)\dot{s}(\dot{x},t) = 2s(\dot{x},t)\left[S(\dot{x},t)\dot{x}(t) + \dot{S}(\dot{x},t)\dot{x}(t)\right] =
= 2s(\dot{x},t)\left[S(\dot{x},t)\dot{A}(\dot{x})\dot{x}(t) + \dot{S}(\dot{x},t)\dot{b}(\dot{x})(u(t) + d(\dot{x},t)) + Dr(t)\right],
\]

\[
\frac{d}{dt}s^2(\dot{x},t) = 2s(\dot{x},t) + S(\dot{x},t)\dot{b}(\dot{x})\left[-S(\dot{x},t)\dot{b}(\dot{x})\right]^{-1}\left[S(\dot{x},t)\dot{A}(\dot{x})\dot{x}(t) + K_1(\dot{x})s(\dot{x},t) + \dot{S}(\dot{x},t)\dot{x}(t) + S(\dot{x},t)Dr(t)\right] =
= 2s(\dot{x},t)\left[\dot{K}_1(\dot{x})s(\dot{x},t) + S(\dot{x},t)\dot{b}(\dot{x})d(\dot{x},t)\right] = -2K_1(\dot{x})s^2(\dot{x},t) + 2s(\dot{x},t)S(\dot{x},t)\dot{b}(\dot{x})d(\dot{x},t).
\]

By choosing \( K_1(\dot{x}) \) as follows:

\[
K_1(\dot{x}) > \frac{\|S(\dot{x})\dot{b}(\dot{x})\|\|\gamma(x,t)\|}{s(\dot{x},t)},
\]

where: \( s(\dot{x},t) \neq 0; \forall \|\dot{x}\| \neq 0 \).

The reachability condition, \( s(\dot{x},t)s(\dot{x},t) < 0 \), is satisfied which implies that the absolute value of \( s(\dot{x},t) \) will decrease so that the states of system given by Eq. (5)
moves towards inside the sector.

Case 2. While the system state moves towards inside the sector with the control law given by Eq. (18), the so-called P-norm of a system decreases. Consider now the Lyapunov function candidate as defined by:

\[
\dot{L}(t) = \ddot{x}^T(t) P(\dot{x},t) \dot{x}(t) + \ddot{x}^T(t) \dot{P}(\dot{x},t) \dot{x}(t) + \dot{P}(\dot{x},t) \dot{x}(t) = \\
= (\ddot{x}(t) + \dot{A}(\dot{x}) + \dot{b}(\dot{x})u(t)) + d^T(t) \dot{b}(\dot{x}) \dot{x}(t) + r^T(t) D^T P(\dot{x},t) \dot{x}(t) + \ddot{x}(t) P(\dot{x},t) \dot{x}(t) + \\
+ \dot{P}(\dot{x},t) \dot{x}(t) = \ddot{x}(t) (\dot{A}(\dot{x}) + \dot{b}(\dot{x})u(t)) + d^T(t) \dot{b}(\dot{x}) \dot{x}(t) + \ddot{x}(t) P(\dot{x},t) \dot{x}(t) + \\
+ \dot{P}(\dot{x},t) \dot{x}(t)
\]

Note that, \( b^*(\dot{x}) P(\dot{x},t) b(\dot{x}) = s(x,t) \).

So the derivative of the Lyapunov function is re-defined in two parts as in the following fashion.

\[
\dot{L}(t) = W_1 + W_2,
\]

\[
W_1 = \left[-2 \left( S(\dot{x},t) \dot{b}(\dot{x}) \right) \right]_1 \dot{x}(t) - 2 \left[ \left( S(\dot{x},t) \dot{b}(\dot{x}) \right) \right]_1 \ddot{x}(t) \left( S^T(\dot{x},t) S(\dot{x},t) A(\dot{x}) \right) \dot{x}(t) - \\
-2 \left[ \left( S(\dot{x},t) \dot{b}(\dot{x}) \right) \right]_1 \left( k(\dot{x}) \delta(\dot{x}) s(x,t) + 2s(\dot{x},t)d(\dot{x},t) \right).
\]

\[
W_2 = -\ddot{x}^T(t) Q(\ddot{x}) \dot{x}(t) + 2 \ddot{x}^T(t) P(\dot{x},t) g(\dot{x}).
\]  

By choosing the gains as given in Eqs. (20), (21) and (22), the first term of the derivative of the Lyapunov function \( W_1 \) will be negative semi-definite.

Similarly, the second term of the derivative of the Lyapunov function \( W_2 \) is defined as follows.

\[
W_2 = -\ddot{x}^T(t) Q(\ddot{x}) \dot{x}(t) + 2 \ddot{x}^T(t) P(\dot{x},t) g(\dot{x}) \leq \\
\leq -\lambda_{\min}(Q(\ddot{x})) \| \dot{x} \|^2 + 2 \lambda_{\max}(P(\dot{x},t)) \| \dot{x} \|^2 g(\dot{x}) \leq \\
\leq -\| \dot{x} \| \left[ \lambda_{\min}(Q(\ddot{x})) \right] / \lambda_{\max}(P(\dot{x},t)) + 2 \| g(\dot{x}) \|.
\]

where: \( \epsilon = \lambda_{\min}(Q(\ddot{x})) / \lambda_{\max}(P(\dot{x},t)) \) so that \( g(\dot{x}) \) satisfies the equation given below.

\[
\| g(\dot{x}) \| \leq \frac{1}{2} \| \dot{x} \|.
\]  

\( W_2 \) is negative semi-definite with the condition that is given in Eq. (27). Considering the Eq. (24) with the results of \( W_1 \) and \( W_2 \), the derivative of the Lyapunov function Eq. (15) becomes negative semi-definite with Eq. (18) and Lemma 1, thus the system stability is ensured which completes the proof of the theorem.

Then the time derivative of Lyapunov function along the trajectories is;

\[
L(t) = \ddot{x}^T(t) P(\dot{x},t) \dot{x}(t) > 0, \forall \dot{x} \in \mathbb{R}^{n+},
\]

\[
(\dot{x} \neq 0), \forall \in \mathbb{R}^{n'},
\]

Notice that, the proposed SSC algorithm given by Eq. (16) uses the solution of SDDRE defined in Eq. (13). Since the sliding surface together with the sliding sectors vary with states, they alter in time as well. Therefore, the derivatives of the sliding surface parameters are also included in the SSC. By this way, sign of the Lyapunov function term related to the gain \( K_2(\dot{x},t) \) given by Eq. (21) becomes negative.

2.3. A simulation study

The control approach defined in Theorem 2 is applied to a fictitious system. The following nonlinear second-order system 29 is considered.

\[
\dot{x}_1 = x_2,
\]

\[
\dot{x}_2 = 2x_1 \sin x_2 + 3x_1 \cos x_1 + u.
\]

To convert the regulator problem to a tracking one, an augmented state is included. In this case, the state space representation of the fictitious system is given as follows:

\[
\begin{bmatrix}
\dot{e} \\
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & -1 & 0 \\
0 & 0 & 1 \\
2 \sin x_2 & 3 \left( x_1 \right)^{-1} \cos x_1 & 1
\end{bmatrix}
\begin{bmatrix}
e \\
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
u \\
0 \\
0
\end{bmatrix}.
\]
The weighting matrix is selected as $Q = \text{diag}[9, 9 \times 10^7, 1, 1]$. In the simulation, reference input is set as a step command and sinusoidal command respectively. Fig. 1 shows the time response of the states of the system. Also, the control input of the system is given in Fig. 2. Changes of sliding surface and sliding sector over time are given in Fig. 3. The evolution of the controller gains is given in Fig. 4. In this example, the controller gains $K_1$, $K_2$ and $k$ are varied as state dependently according to the equations (20) through (22) respectively.

3. Gimbal system

The method proposed in this paper is applied to an inner axis of a two axes pitch-yaw gimbal system as shown in Fig. 5.

The equations of the motion of the gimbal can be derived by applying the Lagrange equation given below.

$$\frac{d}{dt} \left( \frac{\partial K}{\partial \dot{q}_j} \right) - \frac{\partial K}{\partial q_j} + \frac{\partial U}{\partial \dot{q}_j} + \frac{\partial D}{\partial q_j} = \Theta_j,$$

where the kinetic energy function is:

$$K = \frac{1}{2} \omega^T J_\omega \omega + \frac{1}{2} \theta^T J_\theta \theta =$$

$$= \frac{1}{2} \left[ \begin{array}{c} 0 & \theta \\ \dot{\theta} & 0 \end{array} \right] \left[ \begin{array}{ccc} J_{\omega \omega} & 0 & 0 \\ 0 & J_{\theta \theta} & 0 \\ 0 & 0 & J_{\theta \theta} \end{array} \right] \left[ \begin{array}{c} \theta \\ \dot{\theta} \\ 0 \end{array} \right] +$$

$$+ \frac{1}{2} \left[ \dot{\theta} \sin \psi \dot{\theta} \cos \psi \psi \right] \left[ \begin{array}{ccc} J_{\omega \omega} & 0 & 0 \\ 0 & J_{\theta \theta} & 0 \\ 0 & 0 & J_{\theta \theta} \end{array} \right] \left[ \begin{array}{c} \theta \sin \psi \\ \dot{\theta} \cos \psi \\ \psi \end{array} \right].$$

$$K = \frac{1}{2} \left[ \theta^T \left( J_{\omega \omega} + J_{\omega} \sin^2 \psi + J_{\theta} \cos^2 \psi \right) + \psi^2 J_{\theta \theta} \right].$$
Similarly, the potential energy function is:

\[ U = \frac{1}{2} [K_x \theta^2 + K_y \varphi^2]. \]  

(30)

Dissipative energy due to frictions is:

\[ D = \frac{1}{2} \omega_1^T B_1 \omega_1 + \frac{1}{2} \omega_2^T B_2 \omega_2. \]  

(31)

The parameters of the gimbal and its descriptions are given in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( o )</td>
<td>indices for outer axis parameters</td>
</tr>
<tr>
<td>( i )</td>
<td>indices for inner axis parameters</td>
</tr>
<tr>
<td>1, 2, 3</td>
<td>indices for axis x, y, z respectively</td>
</tr>
<tr>
<td>( \psi, \varphi )</td>
<td>yaw angle and yaw rate</td>
</tr>
<tr>
<td>( \dot{\theta}, \dot{\varphi} )</td>
<td>pitch angle and pitch rate</td>
</tr>
<tr>
<td>( K_i )</td>
<td>spring constant of axis ( (j = i \ and \ o) )</td>
</tr>
<tr>
<td>( B_i )</td>
<td>viscous friction of axis ( (j = i \ and \ o) )</td>
</tr>
<tr>
<td>( J_k )</td>
<td>moments of inertia matrix of axis ( (j = i \ and \ o) ) ( (k = 1, 2 \ and \ 3) )</td>
</tr>
<tr>
<td>( T_i )</td>
<td>motor torque ( (j = i \ and \ o) )</td>
</tr>
<tr>
<td>( i_i )</td>
<td>motor current ( (j = i \ and \ o) )</td>
</tr>
<tr>
<td>( K_i )</td>
<td>torque constant of the BLDC motor</td>
</tr>
</tbody>
</table>

3.1. Equations of motion of the yaw axis of the gimbal system

Yaw axis constitutes to the inner axis of the gimbal system and its equation of motion is given below.

\[
\frac{d}{dt} \left( \frac{\partial K}{\partial \psi} \right) = \psi J_v, \quad \frac{\partial K}{\partial \varphi} = \theta^2 \sin \psi \cos \varphi \left( J_\alpha - J_\gamma \right),
\]

\[
\frac{\partial U}{\partial \psi} = K_y \psi, \quad \frac{\partial D}{\partial \psi} = \psi B_v, \quad T_i = K_i i_i.
\]

\[
\dot{\psi} J_v + \psi B_v + \psi K_i - \theta^2 \sin \psi \cos \varphi \left( J_\alpha - J_\gamma \right) = K_i i_i. \]  

(32)

State-space representation of the yaw axis dynamics for position control is now as follows:

\[
x_1 = \psi, \quad (33)
\]

\[
x_2 = \dot{\psi}, \quad (34)
\]

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-\frac{K_i}{J_v} + F(x) + \frac{B_v}{J_v} & -\frac{B_v}{J_v}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
0 \\
K_i
\end{bmatrix} i_i. \]  

(35)

\[
y = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}. \]  

(36)

where: \( F(x) = \theta^2 \sin(x_1) \cos(x_1) \left( J_\alpha - J_\gamma \right) \) and \( \epsilon \) is a sufficiently small number added to avoid uncertainty. The integral action approach could be used to convert the regulator problem to a tracking one. In this case, the expression of the system in the state space appears in the following manner:

\[
e = \int \left( r_i - y_i \right) dt. \]  

(37)

4. Experimental results

The parameters of the sliding sector controller, which are used in the experiments, are given in Table 3.

Table 2

Parameters of the yaw axis

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_i )</td>
<td>0.095</td>
<td>N.m.rad</td>
</tr>
<tr>
<td>( B_i )</td>
<td>0.02</td>
<td>N.m.s/rad</td>
</tr>
<tr>
<td>( J_\alpha )</td>
<td>696.5 \times 10^{-6}</td>
<td>kg.m^2</td>
</tr>
<tr>
<td>( J_\gamma )</td>
<td>898.6 \times 10^{-6}</td>
<td>kg.m^2</td>
</tr>
<tr>
<td>( J_v )</td>
<td>472.8 \times 10^{-6}</td>
<td>kg.m^2</td>
</tr>
<tr>
<td>( K_i )</td>
<td>0.0328</td>
<td>N.m/A</td>
</tr>
</tbody>
</table>

Table 3

Parameters of the sliding sector control

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
</table>
| \( Q \) | \[ \begin{bmatrix} 98 \times 10^7 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \end{bmatrix} \] |
| \( R \) | 0.1 \times Q |
| \( K_1 \) | 4.8 \times e^{(\omega_d - \omega)} |
| \( K_2 \) | 18 \times e^p |
| \( k \) | 0.05 |

The SSC law developed in section 2, is applied to the two axes gimbal system. The results of the experiments are given in this section. During the experiments, the outer axis of the gimbal system is excited by input of 5° amplitude and 0.5 Hz frequency simultaneously with the inner axis regarding the proposed SSC. Runge Kutta method is used in each time interval for the real-time solution of the SDDRE. The experimental setup contains motor drivers to control the electromechanical system, input-output cards to...
collect data from resolvers, and terminal blocks for cable pin connections. The real-time application is run on the target computer at a 2 kHz sampling frequency. Throughout the test, step and sinusoidal position commands are applied, respectively. Before the step command, 0.25 Nm disturbance effect is applied on the axis to test the robustness of the system with the proposed controller. The experimental results are given in Fig. 6 through Fig. 9.

In the figures above, angular position, velocity, current, and evolution of the sliding surface, and sliding sector are given respectively. In Fig. 6 the oscillation of the outer axis at constant frequency during the experiment is given. Throughout the experiment, the pitch axis is moved at a constant frequency and amplitude to create a gyroscopic effect on the yaw axis. Reference and actual angular position are given in Fig. 7. The system performs tracking of step and sinusoidal commands respectively. The disturbing effect is applied twice to the system around fifth seconds. As seen in the figure, the proposed controller successfully achieved robustness under different disturbances. In addition, the gimbal system successfully tracks both step inputs and sinusoidal input under the gyroscopic effect of the pitch axis by using the proposed SSC. In Fig. 8, the control effort of the system is shown. The control input is bounded by 8 Ampere by software to ensure the safety of the electromechanical system. Fig. 8 shows a high current requirement when disturbance inputs at around fifth seconds are active. In addition, when the steady-state error is zero in Fig. 8, the need for sinusoidal current in Fig. 9 draws attention due to the gyroscopic effect caused by the motion of the yaw axis. Finally, the state-dependent evolution of the sliding surface and sliding sector are presented. Due to the integral effect and the initial angle difference, in the case of zero command, the sliding surface value is different from zero and moves at the sector boundary. When the command is non-zero, the controller brings the system states into the sector and keeps them there. The states of the system move out of the sector when the disturbance effect is applied. Then the controller forces the state to the inside of the sector as seen in Fig. 9.

4. Conclusion

In this study, a new nonlinear state-dependent sliding sector control design methodology is proposed and it is then applied to a servo system. A two axes gimbal system is used for experimental testing of the proposed control method. It is shown that the proposed SSC method controls the nonlinear system successfully even when disturbances are exerted on the system. It is noted that the control parameters are not optimized in this study. The control structure and gains could be optimized and the torque caused by the gyroscopic effect could be reduced by considering further gain adjustments. Thus, the coupling
effect of the gimbal and similar mechanism could be minimized.
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Summary

Sliding Sector Control (SSC) design method for nonlinear systems is proposed in such a way that the system trajectories are kept around a nonlinear sliding surface which is surrounded by a nonlinear sliding sector. The SSC for the nonlinear system is derived so that the system trajectories are enforced to stay inside the sliding sector for tracking requirements. State-Dependent Differential Riccati Equations (SDDRE) are solved to design the nonlinear sliding surface for the nonlinear dynamical system. Within this context, SSC having nonlinear(or state-dependent) sliding surfaces are used to have a viable solution for the problem formulation. The evolving solutions of the Differential Riccati Equations are used to create the sliding surface which is kept inside the designed sliding sector so that the stability of the nonlinear system is ensured. The proposed SSC method is experimentally tested by applying it to an inner axis of a two axes gimbal system.
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