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1. Introduction 

 
The increasingly growing level of industry ro-

botization causes a need in high accuracy bar length 

measures and the latter, in its turn, stimulates an acceleration 

of the processes of manufacturing such measures. However, 

it is impossible to implement in absence of high efficiency 

calibration of precise scales. Upon striving to ensure the re-

quired efficiency, new measurement system and methods 

that would enable to achieve a high accuracy of dynamic 

calibration upon non-ideal metrological conditions are be-

ing developed. The accuracy of detecting the bar position 

upon using a length or angle measurement comparator [1, 2] 

is considerably affected by the optical system of the com-

parator. The structure of an interferometer integrated with 

the mechanical structure presents one of the principal parts 

of the measuring system that enabled reducing the indeter-

minacy. Upon striving to avoid mechanical and thermal in-

terference, the principal components of the interferometer 

were produced of materials with low thermal expansion co-

efficient. A ray from the source of radiation (a neodymium 

garnet laser stabilised with iodine) is transferred by the in-

terferometer using single-mode optical fibre cables [3]. 

The interferometer enables to compensate elonga-

tions and deflections of the granite base. If such defor-

mations appear during a measurement, they can cause Abbe 

errors while detecting the position of the line under calibra-

tion. The said deflections as well as the tilt of the body of 

the optical system of the interferometer are compensated by 

additional Michelson interferometer. When a contour for the 

carriage angular oscillation control was introduced, the said 

oscillations decreased to 0.15 µrad, thus enabling to reduce 

Abbe errors to negligibly small values [4, 5]. 

The review of the comparators of various struc-

tures and the algorithms for bar position detecting shows a 

broad variety of designs and structures of comparators. 

Comparators from 12 countries were classified according to 

groups of the principal units [6]. 

For transfer of a motion, the guides and the electric 

motor are used. Most frequently, a granite base with air 

bearings are used; slideway bearings go second and Teflon 

sliding bearings go third. 

The bar detection hardware includes: a CCD 

(charge-coupled device) microscope and a split-field photo-

electric scanning microscope. For bar detection, truncation 

of the profile on a certain level with linear approximation, 

gradient operators and other means are applied [7].  

For bar detection (edge identification) in length 

calibration systems, a photoelectric microscope with CCD 

(charge-coupled device) or CMOS (complementary metal 

oxide semiconductor) sensors is used. The type of the used 

microscope predetermines the signal processing algorithm 

as well as the accuracy and the rate of calibration. 

The efficiency of the detection optical system de-

pends on the illumination method, the image sensor, optical 

transfer function, the image defocusing, and the image data 

processing algorithm [8]. 

The illumination of the object under measurement 

is almost the most critical and subtle aspect in microscopy 

upon striving for highlighting the properties of the speci-

mens. The illumination of the system under analysis shall be 

optimized by establishing the interdependence between the 

illumination and the image parameters upon striving to en-

sure the maximum spatial resolution, sensibility and bar de-

tection accuracy. In technical imaginary systems, three prin-

cipal methods of objects’ illumination are applied: 

 episcopic illumination (reflected light),  

 diascopic illumination (transmitted light),  

 structurised illumination.  

Frequently reflected light and transmitted light are 

applied simultaneously upon striving to highlight specific 

properties of the specimen. To increase the image con-

trasting, the illuminators are equipped with filters, prisms, 

polarisers, analysers and other optical elements [9]. 

The task for this work was formulated as follows: 

to identify both edges of the digital signal. If the positions 

of the signal edges are known, the position of the signal cen-

tre may be calculated.  

If the linear approximation method is applied for 

signal edges approximation on a certain level (most fre-

quently, from 30 % to 70 % of the maximum amplitude of 

the signal), the signal edge may be approximated by a 

straight line. The parameters of the straight line (the direc-

tional factor β and the leaning α) are calculated upon apply-

ing the least squares method. In an ideal case, the directional 
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factors of straight lines used for approximating the edges of 

profiles of repeating graduation (calibration) lines should be 

the same. In course of analysing the signal obtained from 

the register, it was found that that the directional factors cal-

culated for each edge of the signal differ inconsiderably. So, 

in the further calculations, the values of the directional fac-

tor β are considered the same for all edges of the signal ap-

proximated by straight lines [4]. 

2. The object under investigation 

Modern bar length measures are produced of vari-

ous shapes of the cross-section and various lengths – from 

several micrometres to several metres. The materials usable 

for their production include steel, invar, glass, glass ceramic 

as well as the latest materials, such as glass ceramic Zero-

dur. The mentioned materials are distinguished for very low 

thermal expansion coefficient. In addition, the measure 

graduation density may vary from 0.5 μm (on scales of very 

high accuracy) to several millimetres and more. On calibra-

tion of bar measures by length comparators (Fig. 1), the dis-

tances are measured between the bar centres: however, in 

some cases, distances between edges of the line profile are 

measured. Digital measuring microscopes enable to ensure 

precise positioning of bar length measure calibration sys-

tems and to assess the quality of the bars and the accuracy 

of their disposition. 

 

 

                                  a                                                                                                b 

Fig. 1 Length scale comparator a) and its scheme 

 

An additional optical interferometric system (in-

stalled on the granite guide close to the laser) equipped with 

error calculation software is involved in compensation of 

Abbe errors on a vertical plane. Abbe errors on a horizontal 

plane are inconsiderable. Along the laser ray, in ten fixed 

positions, temperature & pressure of the raster scale and air 

are measured. The measured values of temperature and pres-

sure are collected by the data storage unit and sent to the 

principal computer. In addition, the thermal extension of the 

scale is compensated in real time. 

3. An analysis of the optical system 

The most important parameter of a microscope is 

its resolution, i.e. its ability to recognize the smallest parts 

of an object. An optical resolution is defined as a minimum 

distance between two point sources that allows recognizing 

them as two objects on image plane. No unique method for 

establishing the said resolution exists, because modern opti-

cal systems consist of abundant lenses with very different 

Image Point Spread Functions (hereinafter, the Lithuanian 

abbreviation VTIF is used for the said functions). Because 

the concept of resolution is bound with point sources, a res-

olution can be defined as VTIF recognisability. When VTIF 

spreads more than the resolution of the optical sensor al-

lows, the observed objects become non-recognisable.  Most 

frequency, a resolution is characterized by two parameters: 

Abbe and Rayleigh distances: 
 

1 22 0 61Airy or . r . .
NA

 
   

 
 (1) 

Abbe distance rAbbe  is the diameter of VTIF central 

peak half of amplitude. The criterion of resolution formu-

lated by Rayleigh means that two signals from point sources 

(situated on the plane of the focus) will be recognised by 

VTIF, if the distance between their peaks exceeds rAiry. 

For image shooting system, special Nikon objec-

tives (for measurements) with 20x and 50x magnification 

whose digital apertures NA equal to 0.42 and 0.75, respec-

tively [10], are used. The shortest wavelength in the illumi-

nation system is 0.38 µm, so the result of calculations ac-

cording to the formula (1) is following: rAbbe = 0.45 µm and  

rAiry = 0.55 µm for 20x magnification; rAbbe = 0.25 µm and  

rAiry = 0.31 µm for 50x magnification. This means that if a 

raster image illuminated by light with the wavelength of 

0.38 µm is observed by a microscope, when the frequency 

of raster structure is 2.2 bar period/ 1 µm, the bars are still 

recognisable.  

If the said parameters are known, the size of pixel 

for the sensor of the camera can be chosen. The required 

image discretization frequency should be no less than the 

optical resolution at the middle wavelength. For this reason, 

a digital video camera with 6.4 µm pixel of the sensor was 

chosen. At 20x magnification, the image of the object is dis-

cretized in 0.32 µm intervals, or 1.5 bar raster structure pe-

riod/ 1 µm. So, the Rayleigh criterion is satisfied.  

One more requirement is obligatory for the optical 

system: the signal discretization frequency should be at least 

twice as much as the maximum frequency of the signal. Be-

cause the minimum width of a precise scale’s bar is 2 µm, it 

may be stated that this requirement is satisfied as well. 

The above-mentioned calculations are approxi-

mate, because a complete evaluation requires supplemental 
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data, such as the object’s surface reflection, permeability, 

optical density characteristics and the intensity of illumina-

tion flow. 

An objective is a complicated optical system that’s 

VTIF is not known. In addition, VTIF is hard-to-measure. 

As it was mentioned above, the optical transfer function 

(OTF) is the Fourier transform of VTIF, so the inverse Fou-

rier transform of VTIF is usable for VTIF establishing. 

Manufacturers of objectives usually provide only modula-

tion transfer function (MTF) that is an amplitude function of 

OTF. In microscopy, the changes of the phase of waves after 

their passing through the optical system usually are not an-

alysed. Therefore, only the amplitude function of OTF (in 

other words, MTF) is analysed. For its establishing, soft-

ware of another author was used [11]. 

In addition, the objective blurs the image. Modern 

objectives are formed of many (over ten) different spherical 

lenses with various deflections of their shapes, so a mathe-

matical description of the signal distortion by such a com-

plicated optical system is almost impossible. So, manufac-

turers of objectives usually provide the modulation transfer 

function (MTF) of lenses of the objective. It is an amplitude 

transfer function of the objective’s optical system, because 

the sensors do not fix phase changes. In a general case, in 

the equations that describe the image burring, namely th 

Fourier transform of the transfer function (in other words, 

VTIF) is used [3]: 

 

B VTIF I n   , (2) 

 

here: B is the obtained image; VTIF is a function of spread-

ing of the image’s point;   is the convolution  operator; I 

is the ideal contrast image; n is the  additive white Gaussian 

noise. 

VTIF may be analysed as a product of several func-

tions [6]: 

 

eldetmotopt VTIFVTIFVTIFVTIFVTIF  , (3) 

 

here: VTIFopt is VTIF of the optical system; VTIFmot is VTIF 

caused by motion; VTIFdet is VTIF of the detector; VTIFel is 

quantisation and filtering VTIF.  

Image blurring of the optical system is the larg-

est, because it consists of abundant components (lens aber-

rations), including the component of image blurring caused 

by defocusing that is variable and the most difficult to de-

tect. The component of image blurring caused by defocusing 

in the system under investigation is larger, as compared to 

the component related to image blurring caused by motion, 

and considerably larger than other components. So, even if 

the detector’s and quantisation point spread functions are 

neglected, a reconstruction of image blurring caused by mo-

tion is very complicated. 

According to the recommendations provided in 

references [3, 12, 13], a model of image formation on its 

blurring by motion was developed. In the beginning, we 

suppose that the velocity of motion v is a real positive value. 

If the camera does not rotate on its motion, we find that any 

point of the image shown by the camera moves with the 

same velocity. The velocity is calculated using the pixel co-

ordinates x, y and time t. If the velocity is constant, it may 

be expressed by a two-dimensional motion vector sx,y = 

[sx, sy]. The image blurring by motion is a convolution of the 

blur kernel and the primary image [14]: 

 

x ,ysB I n   , (4) 

 

here: φSx,y is the point spread function of motion-blurred im-

age (in other words, the blur kernel).  

The values of the mentioned blur kernel depend on 

the motion of the camera. Mathematically, a convolution is 

a product of frequentative functions: 

 

       
x ,yx ,y s x ,y x ,y x ,y

ˆ ˆˆ ˆB I n      , (5) 

 

here: ωx,y = [ωxωy] is 2D frequency response and the sign  ̂ 

is the Fourier transform. It may be seen from this formula 

that when the component  y,xs y,x

ˆ   is small, a poor sig-

nal/noise ratio is obtained. 

According to the conclusions provided in the refer-

ence [8], the quality of reconstruction of a motion-blurred 

image generally depends on the power spectrum 

 
2

y,xs y,x

ˆ   of the discolouration kernel upon assessing the 

allowable reconstruction error or, in other words, the quality 

of reconstruction is bound with the total spectrum: 

 

   
22

 y,xsy,xs y,xy,x

ˆ~
 . (6) 

 

The task of the reconstruction is establishing all the 

motions that increase the sum of spectrum power 

 
2

y,xs y,x

~
  for each frequency component (ωx,y) and each 

motion vector ║sx,y║ smaller than the size of the picture. 

Establishing the bar edge measurement indetermi-

nacy is a more complicated task, as compared to measure-

ment of the edge. It is supposed that the distribution of ran-

dom errors of bar edge measurement is normal. Upon such 

a condition, the relative error of roughness measurement in-

determinacy after n bar edge measurements, when the 

roughness is expressed as standard deviation of the bar edge 

position, may be calculated according to the following for-

mula: 

 

2 2

1

nLER

LER 



. (7) 

 

Bar contour roughness is one of the parameters de-

scribing the scale’s bar. Roughness is defined as a deviation 

of values of the bar contour in respect of the bar edge. 

The contour is a border between the light part and 

the dark part of the image. On the contour, vertical and hor-

izontal surfaces contend. The contour shows striking 

changes of the image intensity; in our case, they are light 

reflecting bars and light transmitting gaps between them. In 

the realty, light is reflected is from gaps between surfaces 

and sweeps on the surface of the object under measurement 

as well, so additional reflections may cause distortions of 

the contour line.  

The task of the contour detection by sub-pixel res-

olution is complicated. Abundant methods are applied for 
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bar contour detection; however, it is difficult to single the 

most effective among them. Each method is distinguished 

for certain peculiarities that the quality of the contour and 

the accuracy of its detection depend on. 

To ensure no less than 5% accuracy of bar edge 

roughness measurement, at least 200 values of the bar con-

tour should be measured. It is found from a single photo, 

because a sensor of the digital camera fixes a photo by 

1024x1280 pixel matrix. It was calculated that when the to-

tal size of the sensor’s matrix (1024x1280) is used and the 

relevant values are inserted in the formula (7), the relative 

error of the roughness measurement indeterminacy would 

not exceed 2.2%.  

Because the bar contour measurement is accom-

plished by a digital camera upon very short (up to 20 µs) 

image fixation and strong illumination, the accuracy of bar 

edge measurement equals to the sum of standard deviations 

of the bar contour positions and the camera’s sensor noise.  

Thus, the deviation of roughness of the edge under 

measurement shall be calculated as follows: 

 
2 2 2

measured LER camera noise    . (8) 

 

When a width of the bar is measured, the camera’s 

sensor noise is averaged in course of processing by the 

measurement algorithm. Its values are positive only. It is 

stated that the impact of the averaged noise on calculations 

of the both edges of the bar is the same, so it is insignificant. 

Noise of the camera depends on the conditions of 

operation of charge-coupled device (CCD) or complemen-

tary metal oxide semiconductor (CMOS) element. Usually 

the noise sources shown in Fig. 2 are being analysed. In the 

image element, free electrons randomly appear and the so 

called “darkness” current idc begins flowing. It is the pre-

dominating noise of the sensor. In addition to it, a temporary 

noise (of a fixed pattern) and a noise of the reading circuit 

exist.  

 

Fig. 2 Transfer model of photocurrent iph to charge Qo  

 

Here: Qi  is the sensor’s current transformation 

function; Qshot is the shot noise charge that depends on the 

integration time  and that’s average power is i(iph + idc)tint/q; 

QReset is the fixed pattern deletion noise; QReadout is the noise 

of the reading circuit; QFPN is the additive noise of a fixed 

pattern that equals to: 
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here: Qsat is the sensor’s saturation noise. 

The longer image exposition time tint, the higher 

evenness of noise distribution in CCD matrix will be. Ac-

cording to the image with a long exposition time, it is pos-

sible to form a map of CCD sensor’s noise (because it ac-

quires a character of a systematic error) and to compensate 

it partially. However, in the camera under investigation 

where the image exposition time was only some more than 

ten microseconds this noise should be considered a random 

error. So, this method of compensation is not applicable for 

elimination of the impact of noise on the bar edge rough-

ness. 

Another important factor affecting the accuracy of 

bar edge measurement is bound with frequency parameters 

of the bar edge, not with the amplitude ones. The edge is 

discretized into intervals of the pixel size divided by the mi-

croscope objective magnification. In such an interval, the 

values of the bar edge are optically averaged. In such a way, 

the indicator of bar edge roughness is improved. 

For reading the image fixed in the camera’s sensor 

by an intermediate buffer, libraries of special functions are 

used for transmission of the image. Packages of program-

ming tools can read the said libraries and apply their func-

tions. They are included in the bank of the key resources of 

the control programme.  

4. Results and discussion 

On measuring the bar width, a traditional algorithm 

with the signal “truncating” on the chosen level is most fre-

quently applied. Prior to the calibration, the camera is ro-

tated around the optical axis upon striving to obtain a bar 

image where the edge lines are almost parallel with a col-

umn or a line of photocells of the camera’s sensor. The ob-

tained two-dimensional image of slightly turned bars is suit-

able for processing according to this algorithm.  

While using the algorithm with a limited level, it is 

necessary to obtain a two-dimensional function from the 

saved three-dimensional image; such a function should de-

fine the profile of the bar of the averaged intensity of the 

said three-dimensional image. If a vertical bar is explored, 

the saved values of the matrix in each column are summa-

rized; then the result is divided by the number of lines and 

the averaged curve of intensity, otherwise referred to as the 

bar profile, is obtained. The photo of bars and the calculated 

profile are shown in Fig. 3. For this bar profile, a limited 

level should be established. 

A limited level may be established as a constant 

level or on the base of the width of the range of the obtained 

bar profile values. For establishing a limited level, the crite-

ria of the minimum and maximum values are often used. If 

the profile line is not even, the criteria of averaged maxi-

mum and averaged minimum values are applied. Fre-

quently, the values of the peaks of the profile line are in-

creasing or decreasing in respect of the axis X (they are re-

ferred to as puffs). In analysis of raster scales, only a part of 

the camera’s sweep (not the total sweep) with four or five 

bars, i.e. about 240–360 pixels, at raster step of 20 µm is 

often used, as is shown in Fig. 3, a. 

The peak values of the profile curve increase be-

cause the scale surface is not perpendicular to the optical 

axis of the microscope. Therefore, the values of the puff 

points are found and they are approximated by a straight. 

The said points are shown in Fig. 3, b, where the coordinates 

of the shot picture are shown in pixels on the x axis of coor-

dinates and the values of averaged columns of picture pixel 

intensity – on the y axis of coordinates. 

The profile curve shall be transformed in a way that 

ensures the intensity equalisation according to the approxi-

mating straight upon multiplying by the calculated elevation 
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angle α and assessing the value by the spread coefficient. 

The scheme of profile curve transformation is provided in 

Fig. 4 below. 

  

a 

  

b 

Fig. 3 Linear scale image of the detected line middle posi-

tion (a) and the profile curve with peak values (b) 

 

Fig. 4 Transformation scheme of image intensity profile 

 

The peaks’ approximating straights are used for 

calculation of the norming coefficient and the spread coef-

ficient. The obtained image is multiplied by the said coeffi-

cients according to the following formula: 

 

   
 

 

p Pr ole pro pro pro

pro pro
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(10) 

 
here: ApProIe(ipro) is the i-th value of the equalized image in-

tensity; ProIe(ipro) is the i-th value of the non-equalized im-

age intensity; b is the norming coefficient; (d-c)/d is the 

spreading factor. 

After equalization of the intensity profile curve 

(Fig. 4), the image shown in Fig. 5 is prepared for the bar 

edge detection: 

 

Fig. 5 Image intensity profile before transformation (blue) 

and after (red) 

 

The developed bar edge detection method is, first 

of all, oriented to the scale calibration accuracy and high op-

erating speed. In bar measurements, the curve of the bar pro-

file is often used: one point of the contour (that is the aver-

age value of the contour) is found from the said curve, so 

hereinafter it is defined by the bar edge. 

If the scale is calibrated upon applying the dynamic 

method, the quality of photos is worse, as compared to the 

static method. In the photos, a part of information is lost, as 

the object is out of the plane of the focus because of move-

ment, short exposure interval, strong illumination and other 

factors. In the zone of the bar contour, the intensity is vary-

ing gradually. Therefore, shape of the bar profile curve is 

not obtained rectangular (as should be in the ideal case); it 

appears to be almost identical to a sinusoidal function. In 

addition to the above-listed factors, it may be caused by de-

fects of the bar edge, deflections of the bar shape and a bar 

declination [15]. 

The positions of bars on raster scales may be ana-

lysed as a periodical sequence. A periodical sequence of rec-

tangular (square-wave) impulses shall be mathematically 

described by the following formula: 

 

 





1

1
xf ,  

0

0

if x

if x





  

 
. (11) 

 

In mathematical analysis, the following expression 

outspread by the Fourier series is more frequently applied: 

 

 
  
 



 




1 12

2124

k

square

ftksin
tx




. (12) 

 

However, the shape of the real signals is almost 

identical to the shape of a sinusoidal function, so it may be 

outspread by the Fourier series as follows: 
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In the calculations, only several first members of 

the Fourier series are used. Upon applying the Fourier se-

ries, the positions of several bars from the raster scale can 

be assessed at once; this enables to reduce scattering of val-

ues of the scale under calibration and, in addition, averages 

the position of the bar of interest in respect of other bars. 

Therefore, such an analysis is suitable for raster scales only, 

when raster interaction is analysed.  

After the equalisation according to the formula 10 

and norming the values of the picture intensity profile, a 

bell-shaped curve was obtained. Its values vary between 

zero and one. In such a case, the comparing threshold will 

be on the level of 0.5 of the relative intensity, as shown in 

Fig. 6. Such an algorithm is applied in a majority of com-

parators under research. The bell-shaped edges are truncated 

on the level of 30–70 % and the values of the formed range 

are approximated by straights. The points of intersection of 

the said straights with the comparing threshold are consid-

ered an edge of a bar [8]. Sometimes only a part of bar pro-

file slop is approximated and individual limit levels are es-

tablished for each bar edge [5]. 

 

Fig. 6 Graph of line profile values and comparing threshold 

 

The task related to bar edges is accomplished in 

several stages. The stage one is a “rough” establishment of 

bar edge from the profile curve.  The pixel column that 

causes changes of the directions of the profile curve increas-

ing or decreasing rates is found. For this purpose, two con-

tour extraction methods (the gradient method and the sec-

ond-order derivative method) are applied.  

The gradient method is based on the first-order de-

rivative of the function profile (Fig. 7) and establishing the 

local extremum. If the bar image is clear, the value of the 

derivative function peak is high. If the image is defocused 

and the signal/noise ratio is low, the peaks of the gradient 

are indistinct and several extremums may be found on a 

peak. This phenomenon reduces the accuracy of the edge 

identification. The second-order derivative method is even 

more sensible to local defects. 

The aim of the first stage of the bar contour method 

under research is to identify the bar edges on the image with 

an accuracy to one pixel. For contour identification, digital 

filters based on the gradient or second-order derivative are 

used. Such digital filters are usable, if the values of the im-

age under research are extracted by Wiener filter [16]. The 

image presented in Fig. 8, b is obtained after raster image 

processing by Wiener and Canny filters. 

The said digital filters are based on a mathematical 

operation - convolution. A kernel of the convolution usually 

is a fragment of two-dimensional Gaussian function discre-

tized by the size of the filter (see Fig. 9). Its values are whole 

numbers, the sides of the formed matrix are the same, and 

the values are symmetrical. The size of the filter is predeter-

mined by the quality of the image under filtering, resolution 

of the contour to be identified and the parameters of the pro-

cess rate. For the bar profile curve, convolution can be ap-

plied at once and such a mathematical operation would be 

very fast; however, in such a case, it would be impossible to 

assess the defects in the zone of the bar contour.  

 

Fig. 7 Graph of line profile values and derivative of profile 

 

a 

 

b 

Fig. 8 Raster image (a); line edges extraction using Canny 

filtering (b) 

 

When the bar contour is identified, it is possible to 

identify and “cut out” the fragments with defects [8]. Then 

the bar profile is formed again and a “fine” (precise) detec-

tion of the bar profile takes place. For a “fine” (precise) de-

tection, images of subpixel resolution are required. There 

are two options of accomplishment of this provision: 1) to 

increase the number of pixels of the image, i.e. the resolu-

tion, 2) to apply alternative methods based on approxima-

tion of details of the pictures by functions [17, 18]. 
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a 

 

b 

 

c 

Fig. 9 3D Gaussian mesh (a); 5x5 convolution kernel (b); 

11x11 convoliution kernel (c) 

 

The method based on resolution increasing is often 

applied in microscopy, not in measurements. On increasing 

the resolution, an interpolation is applied and it causes an 

appearance of a new additional pixel between adjacent pix-

els. The amount of information from the picture increases 

(dependently on the method applied) from two to sixteen 

times.  

In Fig. 10, the bar edge profile curve is presented. 

When its sides are truncated on the level of 30–70 % and the 

values of that range are approximated by straights, only 4–

5 points of the curve remain involved in the calculations. In 

case of bar asymmetry or defect, the accuracy of the edge 

detection becomes worse.  

In the work, a new algorithm for bar edge detection 

is proposed. After the “rough” detection of the value of the 

bar edge, we select six profile curve values before the said 

value and six values after it and approximate them by an 

algebraic 5th degree polynomial. Then we establish the val-

ues of the polynomial on the comparing threshold. This 

method assesses the bar edge more precisely, in particular 

in presence of bar asymmetry or defect. 

 

Fig. 10 Line left edge profile and profile values used for ap-

proximation 

 

5. Conclusions 

 

1. In course of an analysis of the comparator’s struc-

ture, it was found that the components of indeterminacy of 

results of dynamic calibration of bar length measures are 

bound with distortions of the digital image caused by move-

ment. The minimum error of bar length measures is obtained 

after optimization of the carriage rate, scale illumination, 

camera exposure time and its delay parameters. 

2. After optimization of the calibration rate and the 

camera’s parameters, the recommended calibration rate of 3 

mm/s for the friction gear and 6 mm/s for a rope drawing 

mechanism were achieved when the camera exposure time 

was 17 µs. While calibrating the raster scale, 0.046–0.051 

µm data scatter estimate was achieved. The maximum influ-

ence was caused by the carriage rate and the vibrations. 

3. The obtained experimental results show that a de-

tection of a sub-pixel displacement caused by movement is 

possible upon applying the proposed method; however, it 

will be only approximate whereas: 

- it is necessary to know beforehand VTIF caused by 

defocusing and the image cannot be defocused more 

than for a half of Rayleigh scattering distance; 

- noise impacts the detection of a displacement. If the 

noise energy exceeds 50 % of the picture’s energy, a 

detection of displacement by this method usually is 

unsuccessful; 

- a displacement under 0.3 pixel is not detected by the 

proposed algorithm; with an increase of displace-

ment, the accuracy of its assessment increases as 

well.  

- for detection of displacement, 5 iterations are suffi-

cient. A higher number of iterations does not im-

prove the result. 

4. The efficiency of the optical system related to illu-

mination, image sensor, optical transfer function, image de-

focusing and image data processing algorithm had been es-

tablished as well. 

5. The results obtained in the work enable to improve 

the accuracy of dynamic calibration of bar length and angle 

measures. 
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R. Lazdinas, V. Vekteris, M. Jurevicius, V. Turla,  

E. Jurkonis 

AN ANALYSIS OF THE OPTICAL SYSTEM OF A 

LENGTH MEASUREMENT COMPARATOR 

 

S u m m a r y 

 

In the paper, the optical system of a precise bar 

length measuring comparator is analysed. The requirements 

for such a system are determined and systematized. The im-

pact of the resolution, signal discretization frequency, image 

blurring, bar edge measurement indeterminacy and camera 

noise on measuring the bar width and establishing the bar 

position is discussed upon. Various algorithms have been 

analysed and finally a bar edge identification algorithm ori-

ented to the scale calibration accuracy and the high pro-

cessing speed was proposed. In the end of the paper, conclu-

sions are provided. 

 

Keywords: comparator, bar length measures, linear scales, 

raster scales, dynamic calibration. 
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