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1. Introduction

The electromechanical Coriolis mass flow sensor
has a tube through which a fluid to be measured flows is
supported at one end or both ends thereof , and vibration is
applied to a portion of the tube around the supporting point
in a direction vertical to the flowing direction of the tube.
The Coriolis mass flow sensor utilizes the fact that the
Coriolis forces applied is referred to the flow tube when
vibration is thus applied thereto are proportional to a mass
flow rate [1]. Successful operating performance of mass
flow sensor depends on the selection of suitable design
variables and conditions [2]. Therefore it is important to
determine the operating design parameters at which the
response reaches its optimum. The optimum could be ei-
ther a maximum or a minimum of a function of the design
parameters. One of the methodologies for obtaining the
optimum results is response surface methodology (RSM).
Performance optimization requires many tests. However,
the total number of experiments required can be reduced
depending on the experimental design technique. It is es-
sential that an experimental design methodology is very
economical for extracting the maximum amount of com-
plex information while saving significant experimental
time, material used for analyses and personnel costs [3].

This methodology is actually a combination of
statistical and mathematical techniques and it was primar-
ily proposed by Box and Wilson [4] to optimize operating
conditions in the chemical industry. RSM has been further
developed and improved during the past decades with ap-
plications in many scientific realms. Myers et al [5, 6] pre-
sent reviews of RSM in its basic development period and a
comparison of different RS metamodels with different ap-
plications is given by Rutherford et al [7]. A comprehen-
sive description of RSM theory can be found in [3]. Apart
from chemistry and other realms of industry, RSM has also
been introduced into the reliability analysis and model
validation of mechanical and civil structures [8, 9]. This
methodology has been widely employed in many applica-
tions such as design optimization, response prediction and
model validation. But so far the literature related to its ap-
plication in Coriolis mass flow sensing is scarce.

Thus, the primary objectives of this study was
therefore to use RSM in conjunction with central compos-
ite design, which requires fewer tests than a full factorial
design to establish the functional relationships between
three operating variables namely sensor location, drive

frequency and mass flow rate, and phase shift for optimum
performance of Coriolis mass flow sensor. These relation-
ships can then be used to determine the optimal operating
parameters. In the following sections, the application of
RSM and CCD to modeling and optimization of the influ-
ence of three operating design variables on the perform-
ance of Coriolis mass flow sensor is discussed.

2. Response surface methodology (RSM)

RSM is a collection of statistical and mathemati-
cal methods that are useful for modeling and analyzing
engineering problems. In this technique, the main objective
is to optimize the response surface that is influenced by
various process parameters. RSM also quantifies the rela-
tionship between the controllable input parameters and the
obtained response surfaces [3].

The design procedure for RSM is as follows:

1. Performing a series of experiments for adequate and
reliable measurement of the response of interest. 2. Devel-
oping a mathematical model of the second-order response
surface with the best fit. 3. Determining the optimal set of
experimental parameters that produce a maximum or
minimum value of response. 4. Representing the direct and
interactive effects of process parameters through two and
three-dimensional (3D) plots.

If all variables are assumed to be measurable, the
response surface can be expressed as follows

y:f(x17x27""xi) (1)

where y is the answer of the system, and x; the variables

of action called factors.
The goal is to optimize the response variable y .

An important assumption is that the independent variables
are continuous and controllable by experiments with negli-
gible errors. The task then is to find a suitable approxima-
tion for the true functional relationship between independ-
ent variables and the response surface [3].

3. Central composite design (CCD)

As mentioned above, the first requirement for
RSM involves the design of experiments to achieve ade-
quate and reliable measurement of the response of interest.
To meet this requirement, an appropriate experimental



design technique has to be employed. The experimental
design techniques commonly used for process analysis and
modeling are the full factorial, partial factorial and central
composite designs. A full factorial design requires at least
three levels per variable to estimate the coefficients of the
quadratic terms in the response model [4]. A partial facto-
rial design requires fewer experiments than the full facto-
rial design. However, the former is particularly useful if
certain variables are already known to show no interaction
[10]. An effective alternative to factorial design is central
composite design (CCD), originally developed by Box and
Wilson [4] and improved upon by Box and Hunter [11].
CCD gives almost as much information as a three-level
factorial, requires many fewer tests than the full factorial
design and has been shown to be sufficient to describe the
majority of steady-state process responses. Hence in this
study, it was decided to use CCD to design the experi-
ments. The number of tests required for CCD includes the
standard 2k factorial with its origin at the center, 2k points
fixed axially at a distance, say f, from the center to gener-
ate the quadratic terms, and replicate tests at the center;
where k is the number of variables. The axial points are
chosen such that they allow rotatability [11], which ensures
that the variance of the model prediction is constant at all
points equidistant from the design center. Replicates of the
test at the center are very important as they provide an in-
dependent estimate of the experimental error. For three
variables, the recommended number of tests at the center is
six [11]. Hence the total number of tests required for the
three independent variables is 2*+ (2x3) + 6 = 20. Once the
desired ranges of values of the variables are defined, they
are coded to lie at £1 for the factorial points, O for the cen-
ter points and £f for the axial points [11]. The codes are
calculated as functions of the range of interest of each fac-
tor as shown in Table 1. When the response data are ob-
tained from the test work, a regression analysis is carried
out to determine the coefficients of the response model (b,
b, ..., b,), their standard errors and significance. In addi-
tion to the constant (by) and error (&) terms, the response
model incorporates [10]:

e linear terms in each of the wvariables
(xl,xz, v xn);
e squared terms in each of the variables
2 2 2.
X, X, n X, );
o first order interaction terms for each paired combi-
nation (xl, Xy s X[ X5y uns xnﬂ.xn).

Thus for the three variables under consideration,
the response model is

2

bl.],x,.x/.

3 3 3 3
y=0b,+&)+Xbx, +Xbx’+Y ¥
i=1 i=1 =1 j=i+l
The b coefficients are obtained by the least squares

method.

In general Eq. (2) can be written in matrix form
Y=bX+¢ 3)
where Y is defined to be a matrix of measured values and
X to be a matrix of independent variables. The matrices
b and ¢ consist of coefficients and errors, respectively.
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The solution of Eq. (3) can be obtained by the matrix ap-
proach [3]

b=(X'eX)'X'eY 4)

where X' is the transpose of the matrix X and
(X'eX)™" is the inverse of the matrix X'e X .

The coefficients, i.e. the main effect (b, ) and two-
factor interactions (b,;) can be estimated from the experi-

mental results by computer simulation programming ap-
plying the method of least squares using the mathematical
software package design expert [12].

4. Experimental design

CCD was used to design the experiments to the
reason mentioned above. In order to obtain the required
data, the range of values of each of the three variables was
defined as follows: sensor location of 60 - 120 mm, drive
frequency of 62 - 64 Hz, and mass flow rate of 0.1 -
0.3 kg/s. Applying the relationships in Table 1, the values
of the codes were calculated as shown in Table 2. These
were then used to determine the actual levels of the vari-
ables for each of the 20 experiments (Table 3).

Table 1
Relationship between coded and actual
values of a variable [3]

Code Actual value of variable

_ﬁ Xmin

—1 [(xmux+xnzin)/2]7[(xmux _ xmiﬂ) /2(1]
0 (xmaerxmin)/z

+1 [(xmax+xmin) / 2]+[(xmax — xmin)/za]
+ﬁ Xmin

5. Experimental setup and procedure

Trials were conducted in an indigenously deve—
loped setup based on the Coriolis technology for vibration
based aluminium U tube CMFS. A brief description of the
set-up and the Coriolis action is presented as follows. The
Experimental set up used in the present study has been
designed on Pro Engineer Wildfire modelling software and
later manufactured at the Instrumentation laboratory of
Mechanical and Industrial Engineering Department, IIT,
Roorkee.

Table 2

Independent variables and their levels for CCD
Design pa- . -1 0 +1
rameter Symbol | unit Low | center | high
Mass flow rate | X Kg/s | 0.1 0.2 0.3
Sensor location
(SL) X, mm 60 90 120
Drive fre-
quency (DF) X Hz 62 63 64

The actual photograph of the experimental setup
has been shown in Fig. 1, which consists of the several
functional elements such as: Hydraulic bench for providing
regulated water supply to the flowmeter. Test bench for



supporting the tubes of the Coriolis mass flow sensor. Ex-
citation system for providing mechanical excitation to the
Coriolis mass flow sensor, consists of an electrodynamics
shaker, control unit, accelerometer and vibration sensor.
Virtual instrumentation comprising of noncontact optical
sensors, and a signal conditioning unit as shown in Fig. 1.
A Coriolis mass flow sensor measures mass flow directly,
which is based on the conservation of angular momentum,
as it applies to the Coriolis acceleration of a given fluid.

Fig. 1 Actual photographic view of experimental setup.
Various design components as follows: / - hydraulic
bench, 2 - electromagnetic flowmeter, 3 - vibration
control unit, 4 - vibration driver,5 - U tube, 6 - test
bench, 7 - laser sensors, § - sensor holding stand, 9 -
foundation, /0 - data acquisition box, /7 -inlet
pipe, 12 - outlet pipe, /3 - sensor locations

In principle, as shown in Fig. 2, a Coriolis mass
flow sensor consists of a tube with a fixed inlet and outlet,
which is vibrated about the axis, formed by the inlet and
outlet ends. The tube used in this study is Aluminium U
shaped vibrating tube, and is made to vibrate using an elec-
trodynamics vibration shaker attached at point as shown in
figure. Optical analog displacement sensors are mounted as
indicated in figure and is labeled as SL on two limbs of
tube to measure displacement signals from the vibrating
tube. This means that liquid flow is measured by transfer-
ring vibrational energy from the meter tubing to the flo-
wing liquid and back to the meter. To appreciate this prin-
cepple, imagine a vibrating tube shown in Fig. 2. If no lig-
uid is flowing, the excitation in the middle of the tube will

Fig. 2 Vibrating aluminium U type tube: [ - test bench,
2 - vibration driver, 3 -laser sensors, 4 - vibration
driver rod, 5 - U tube, 6 - inlet pipe, 7 - outlet pipe,
8 - sensor locations
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cause both arms to vibrate in phase. Mass flowing into the
tube starts to receive vibrational energy from the tube walls
as it enters the first bend. In this process, the tube loses the
same amount of energy. The result is that the phase of the
vibrational cycle lags at sensor location of one limbs, the
reverse will happen at the location of another limbs. The
liquid is vibrating as it enters the bend, but transfers this
energy to the pipe. The result is that the mass flow ad-
vances the vibrational phase at the sensor location of an-
other limb. When combined, these two changes in vibra-
tional phase produce a twisting of the flow tube. The am-
plitude of this twist is directly proportional to the mass
flow rate and is nearly independent of the temperature,
density, or viscosity of the liquid involved.

The details of the experimental procedure used to
conduct the present study have been described in Fig. 3 as
shown below. The hydraulic unit for providing regulated

Constant
;foltage trans- Volume
ormer flow rate
Test * Density
bench = mass
Electro- flow rate
magnetic
A Fluid in Fluid out flow )
. = meter
Hydraulic
unit
Q
Tube
Vibration
Optical L1 Vibration meter
displace-  |g— SL2 control amolitude
ment I I unit A
sensors
signals < \
Vibration »| Accelerometer
exciter
V(@)
Signal > Virtual instru- Measured
conditioner mentation ] PHASE
> SHIFt

Va2 (1)

Fig. 3 Flow diagram showing experimental procedure

water supply to the mass flow sensor. The hydraulic unit
derives its power from the constant voltage transformer
(CVT) to maintain constant flow rate. The U-tube is made
to vibrate using an electronic shaker. An accelerometer is
attached to the shaker which measures the velocity, ampli-
tude and acceleration of the vibration induced by the elec-
tronic shaker. The accelerometer gives the feedback to the
vibration meter which is observed for maintaining the con-
stant amplitude. A pair of optical displacement sensors has
been placed on the mechanical positioning attachment fac-
ing the two limbs of the U-tube. The output terminals of
the sensors have been connected to the input of the NI-
DAQ through a signal conditioner. The processing of the
signals is processed in Labview to extract phase shift from
the two acquired signals using FFT. Accuracy and repeat-
ability for each experiment was achieved with the same
input conditions until stabilized output was achieved.

6. Model development and results

Results from the experiments are summarized in
Table 3. Considering the effects of main factors and the



interactions between two factors, Eq. (2) takes the form

y=B8+Bx+5x,+px +ﬁnx12 +/Bzzxz2 +

%"+ BoXi X, + X + By (5)

The coefficients, i.e. the main effect (5;) and two-
factor interactions (8;) were estimated from the experimen-
tal results using a computer simulation applying the
method of least squares in design expert simulation soft-
ware. From the experimental results in Table 3 and Eq. (4),
the second-order response functions representing phase
shift can be expressed as a function of the three operating
parameters of CMFS, namely the sensor location, drive
frequency, mass flow rate.

Table 3
Central composite design consisting of experiments for the
study of three experimental factors in coded and actual
levels with experimental results

Coded level of | Actual level of
. . Ob-

Test variables variables . served

Sensor |Drive Mass
run loca- fre- flow ph.a >

Xl X2 X3 . Shlft

tion quency | rate

mm Hz kg/s | degrees
1 1 -1 -1 120 62 0.1 1.542886
2 -1 1 -1 60 64 0.1 1.238847
3 0 0 0 90 63 0.2 4.01569
4 0 1 0 90 64 0.2 2.420494
5 1 1 1 120 64 0.3 2.920386
6 1 -1 1 120 62 0.3 2.449727
7 0 0 0 90 63 0.2 4.618508
8 -1 0 0 60 63 0.2 2.85711
9 -1 -1 1 60 62 0.3 1.848543
10 0 0 0 90 63 0.2 4.42002
11 0 0 0 90 63 0.2 4.16356
12 0 -1 0 90 62 0.2 1.449934
13 1 0 0 120 63 0.2 4.34051
14 0 0 1 90 63 0.3 4911829
15 0 0 0 90 63 0.2 3.90024
16 -1 -1 -1 60 62 0.1 0.835637
17 1 1 -1 120 64 0.1 1.609594
18 0 0 0 90 63 0.2 4.152364
19 0 0 -1 90 63 0.1 3.893454
20 -1 1 1 60 64 0.3 3.068856

The relationship between response (phase shift)
and operating parameters were obtained for coded unit as
follows:

In coded variables

Phase shift =4.19+0.74X, +0.31X, +0.61.X, —
-0.33X,” =1.99X,> —0.14X, X, - 0.078 X, X, +
+0.15X, X, —0.55X,X,°

(6)

The response factors at any regime in the interval of our
experimental design can be calculated from Eq. (6). The
predicted values for phase shift with observed values are
given in Table 4. The observed values and predicted values
of phase shift obtained using model Eq. (6) is presented in
Fig. 4 as can be seen, there is a good agreement between
predicted values and the observed data points (R* value of
0.97 for phase shift).
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Table 4
Experimental and predicted values of phase shift
Actual level of variables Observed
Drive | Mass | value of Predicted
Test | Sensor | fre- flow phase value of
run | location | quency| rate shift phase shift
mm Hz kg/s degrees
1 120 62 0.1 1.542886 1.509698
2 60 64 0.1 1.238847 1.291726
3 90 63 0.2 4.01569 4.192984
4 90 64 0.2 2.420494 2.514256
5 120 64 0.3 2.920386 2.923913
6 120 62 0.3 2.449727 2.263899
7 90 63 0.2 4.618508 4.192984
8 60 63 0.2 2.85711 3.123008
9 60 62 0.3 1.848543 1.766002
10 90 63 0.2 4.42002 4.192984
11 90 63 0.2 4.16356 4.192984
12 90 62 0.2 1.449934 1.887966
13 120 63 0.2 4.34051 4.606408
14 90 63 0.3 4.911829 4.800876
15 90 63 0.2 3.90024 4.192984
16 60 62 0.1 0.835637 0.699161
17 120 64 0.1 1.609594 1.559185
18 90 63 0.2 4.152364 4.192984
19 90 63 0.1 3.893454 3.585092
20 60 64 0.3 3.068856 2.969095
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Fig. 4 Relation between experimental and predicted phase
shift values using Eq. 6

6.1. Effect of variables on phase shift

In order to gain a better understanding of the re-
sults, the predicted models are presented in Fig. 5 through
7 as the 3D response surface plots. Fig. 5 shows the effect
of the sensor location and the Drive frequency at the high
level of mass flow rate. As can be seen, a higher phase
shift can be achieved maintaining a optimum level of drive
frequency and sensor location. Fig. 6 shows the effect of
the mass flow rate and sensor location at the center level of
Drive frequency. The general form of three-dimensional
relationship is similar to the previous figure, i.e. a higher
phase shift is obtained with optimum level of sensor loca-
tion but maximum level of mass flow rate.

Fig. 7 shows the effect of the mass flow rate and
the drive frequency at the center level of sensor location. It
can be seen that a higher phase shift can be obtained with
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Fig. 5 Response surface predicting phase shift from the model equation: effect of the sensor location and the drive fre-
quency at the high level of mass flow rate
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minimum level of mass flow rate but center level of drive
frequency.

It is clear from the 3D response surface plots that
drive frequency; sensor location and mass flow rate have a
significant effect on phase shift. A centre level of sensor
location is determined as optimum to achieve maximum
phase shift, whereas a maximum level of mass flow rate is
determined to achieve maximum phase shift.

7. Conclusions

The application of response surface methodology
(RSM) in conjunction with central composite design
(CCD) to modeling and optimizing the performance of a
Coriolis mass flow sensor was discussed. CCD was used to
design an experimental program for modeling the effects
of sensor location, drive frequency and mass flow rate on
the performance of CMFS. The range of variables of
CMFS used in the design were SL 60-120 mm, DF of 62-
64 Hz and mass flow rate of 0.1-0.3 kg/s. A total of 20
tests including center points were conducted. A mathe-
matical model equation was derived for phase shift by us-
ing the experimental data and the mathematical software
package design expert. A predicted value from the model
equations was found to be in good agreement with ob-
served values (R” value of 0.97 for phase shift). In order to
gain a better understanding of the three variables for opti-
mal CMFS performance, the model was presented as 3D
response surface graphs. The model allow confident per-
formance prediction by interpolation over the range of data
in the database, it was used to construct response surface
graphs (Figs. 5-7) to describe the effect of the variables on
the performance of a CMFS.

The results show that the all the three variables
have a significant effect on phase shift. This study demon-
strates that RSM and CCD can be successfully applied to
modeling and optimizing CMFS and that it is the economi-
cal way of obtaining the maximum amount of information
in a short period of time and with the least number of ex-
periments.
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ALIUMININIO TIPO VAMZDZIO SVYRAVIMAMS
OPTIMIZUOTI NAUDOJAMO
ELEKTROMECHANINIO KORIOLIO SRAUTO
MASES JUTIKLIO CHARAKTERISTIKU TYRIMAS
TAIKANT PAVIRSIAUS REAKCIJOS
METODOLOGIJA

Reziumé

Darbe diskutuojama apie pavirsiaus reakcijos me-
todikos taikyma modeliuojant ir optimizuojant kai kuriy
projektavimo kintamuju itaka Koriolio srauto masés jutik-
lio charakteristikoms. Trys projektavimo kintamieji: jutik-
lio padétis, suzadinimo daznis ir tekéjimo greitis buvo kei-
¢iami atliekant bandymus pagal CCD (Central Composite
Design) metodika. Projekte buvo naudojamos tokios kin-
tamyjuy kitimo ribos: jutiklio padétis 60-120 mm, suzadi-
nimo daznis 62-64 Hz ir masés tekéjimo greitis 0.1-
0.3 kg/s. Naudojant laboratorijoje sukurta iranga buvo at-
likta 20 bandymy. Masés srauto jutiklio charakteristikoms
optimizuoti naudojant kompiutering imitavimo programa
Expert Dx6, buvo sudarytos matematinio modelio lygtys.
Sios lygtys — tai reakciju antros eilés funkcijos, rodan¢ios
faziy poslinki, priklausomai nuo trijy projektavimo para-
metry. Prognozuojami rezultatai gerai sutapo su eksperi-
mentiniais (R> verté fazés poslinkiui yra 0.97). Norint ge-
riau paaiskinti trijy kintamyjy itaka optimalioms charakte-
ristikoms, buvo parodyti 3D pavirSiaus pokyc¢io modeliy
paveikslai. Sis tyrimas parodé, kad pavirSiaus reakcijos
metodologija ir CCD galima efektyviai naudoti modeliuo-
jant Koriolio srauto masés jutiklio charakteristikas ir tai
yra ekonomiskas biidas, per trumpa laika minimaliu ban-
dymy skai¢iumi teikiantis ypa¢ daug informacijos.
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PERFORMANCE OPTIMIZATION OF ALUMINIUM
(U) TYPE VIBRATION BASED
ELECTROMECHANICAL CORIOLIS MASS FLOW
SENSOR USING RESPONSE SURFACE
METHODOLOGY

Summary

In this study, the application of response surface
methodology (RSM) for modelling and optimization of the
influence of some design variables on the performance of a
Coriolis mass flow sensor is discussed. Three design vari-
ables, namely sensor location, drive frequency, and mass
flow rate were changed during the experimental tests based
on Central composite design (CCD). The range of values
of the variables used in the design were a sensor location
of 60-120 mm, drive frequency of 62-64 Hz and mass flow
rate of 0.1-0.3 kg/s. A total of 20 tests were conducted us-
ing the experimental setup developed at laboratory. In or-
der to optimize the performance of mass flow sensor,
mathematical model equations were derived by computer
simulation programming using design-Expert software
(DX6). These equations that are second-order response
functions representing phase shift were expressed as func-
tions of three design parameters. Predicted values were
found to be in good agreement with experimental values
(R? values of 0.97 for phase shift). In order to gain a better
understanding of the three variables for optimal perform-
ance, the models were presented as 3D response surface
graphs. This study has shown that the RSM and CCD
could efficiently be applied for modeling the performance
of Coriolis mass flow sensor and it is an economical way
of obtaining the maximum amount of information in a
short period of time and with the fewest number of ex-
periments.

[Tpasun I1. [Tatun, Catum C. Illapma, Catum C. kel

NCCIIEJOBAHUE XAPAKTEPUCTUK JATUNKA
KOPHOJIA PACXOAA MACCEHI C
NCIIOJIB30BAHUEM METO/I0JIOI'MU PEAKIINU
[IOBEPXHOCTU IIPUMEHSEMOM /11
OIITUMU3AINU KOJIEBAHUN AJTFOMUHUEBBIX
TPYB TUITA U

Pesome

B pabote obcyxmaercs BIUSHHE HEKOTOPBIX IIe-
PEMEHHBIX MPOEKTUPOBAHMS HA XapAKTEPUCTUKU JaT4MKa
Pacxona maccsl Kopuomns npu ero MofenupoBaHUU U OTI-
TUMM3AIMH TIPUMEHSIST METOJMKY PEaKLUH IOBEPXHOCTH.
Tpu nepeMeHHbIE: MOJOXKEHHE AaTYNKa, YacTOTa BO30YXK-
JICHUSI ¥ CKOPOCThH MOTOKA, U3MEHSUIUCH NPH ITPOBEJICHUHI
ucneitannit mo wmeromuke CCD  (Central Composite
Design). B npoekTe ncrons30BaHbl ClIEAYIONINE MPEAEIbI
M3MEHEHHU MepEMEHHBIX: NoJI0KeHUe Aatuuka 60-120 MM,
gacToTa BO30ykIeHus 62-64 [ 1 CKOPOCTh MMOTOKA MaCCHI
0.1-0.3 xr/c. Ilpn mcronp30BaHUM CO3IAHHOTO B Jadopa-
TOpuH ycTpoiicTBa ObuI0 mpoBeaeHo 20 wmcmbrtanwmid. [Ipu
ONTHUMHU3AIMN XapaKTEPUCTUK AaTYMKa Pacxola MaccChl
OBUTH COCTaBJICHBI YPaBHEHHUS MaTeMaTHYECKOW MOZEIH
UCIIOJIB3Ysl KOMITBIOTEPHYIO MpPOTpaMMy HMHTHPOBAHUS
Expert Dx6. OTu ynpaBiieHus SBISIOTCS (YHKIUSIMH BTO-
POTO MOpAAKA peaKuuii MOKa3bIBarOLINe CABUT (a3 B 3aBH-
CUMOCTH OT TpeX apaMeTpoB IIPOEKTHUpPOBaHus. Pe3ybra-
THI TIPOTHO3MPOBAHUSI XOPOIIO COOTBETCTBYIOT IKCIIEPHU-
MeHTaTbHbIM (R’ 3HaueHue i caeura dassr 0.97). s
JYYIIEro TIOSICHEHHS BIIMSIHMAS TPEX IEPEMEHEHHBIX Ha
ONTHUMANIbHBIE XapaKTEPUCTHKU TpejcTaBieHsl 3D pucys-
K{ MOJIeNIell M3MEHEHHUS MOBEPXHOCTU. DTO HCCIIE0BAHUE
MI0Ka3a0, 4TO METOJOJOTHUI0 PEAKIUU IOBEPXHOCTU H
CCD M0xkHO 3 ()EKTUBHO HCMOJIB30BATH MPHU MOJEIHPO-
BaHHMHU XapaKTEPUCTHK JaT4rKa pacxoa Maccel Kopuons u
3TO SIBIISIETCS DKOHOMHYECKHUM CIIOcOOOM, 00ecreYnBaro-
MM MaKCHUMaJbHYI0 MH()OPMALUI0 ¢ MUHUMAIBHOU IIPO-
JIOJDKUTENEHOCTBIO BPEMEHEM M ¢ MUHHMAJIBHBIM YHCIIOM
9KCIIEPUMEHTOB.
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